Abstract—This paper presents a new method for segmentation and interpretation of 3D point clouds from mobile LIDAR data. The main contribution of this work is the automatic detection and classification of artifacts located at the ground level. The detection is based on Top-Hat of hole filling algorithm of range images. Then, several features are extracted from the detected connected components (CCs). Afterward, a stepwise forward variable selection by using Wilk’s Lambda criterion is performed. Finally, CCs are classified in four categories (lampposts, pedestrians, cars, the others) by using a SVM machine learning method.

I. INTRODUCTION

In recent years the laser telemetry has been gradually integrated on board systems to digitize the 3D geometry of natural and urban environments. The segmentation and semantic interpretation (3D point cloud) is one of the essential tasks in 3D modeling process. The segmentation consists in separating building façades, roads, pedestrians, trees, and all elements which belong to urban scenes. Furthermore, at the level of building façades, 3D data permits window locations, wall approximation as planar surfaces, etc.

Several approaches are focused on façade modeling and urban scene segmentation. Automatic planar segmentation approaches from 3D façade data are presented in [1]–[4]. Region growing algorithms are used to extract planar surfaces [1], [2] and the planar approximation is carried out using RANSAC paradigm [3], [4]. In addition, a fully automatic approach of point cloud segmentation is presented in [5]. Madhavan and Hong [6] detect and recognize buildings from LIDAR data. Also, Goulette et al. [7] present a segmentation based on the profiles of points, for the following elements in the scene: ground (road and pavement), façades and trees. Nevertheless, those segmentation approaches are performed only on the scene geometry from their acquisition systems. This work is focused on detection and classification of artifacts at the ground level such as: cars, pedestrians, lampposts, etc. This detection is twofold: 1. - Filtering of these structures to facilitate the modeling process from buildings/façades and 2. - Re-introduction of some elements (lampposts, sign boards, bus stop, etc), improving visual realism in modeled scene [8]. Similar approaches of artifact extraction on aerial LIDAR are presented in [9], [10]. A vehicle blob segmentation based on histogram thresholding and edge detection techniques is described in [9]. Yao et al. extract individual vehicles based on morphological operators [10]. Both approaches suppose that all objects are vehicles. As well, they present problems with slopping streets and they have to compensate the inclination angle. In contrast, our method handles these problems, detects all artifacts and classifies them in four categories.

Our research is developed in the framework of Cap Digital Business Cluster TerraNumerica project. This project aims to develop a production and exploitation platform, by allowing the definition and visualization of synthetic urban environments. The platform aims in order to increase the productivity and the realism of urban modeling.

The paper is structured as follows. Data description and range image computation is presented in Section II. Section III describes the detection of artifacts. Then, section IV shows variable selection and classification methods. In Section V, experimental results are shown and the performance of our method is illustrated. Finally, conclusions are drawn in Section VI.

II. 3D DATA

The proposed method makes the following assumptions on the 3D data:

- Façade building information is principally located on a vertical plane (z coordinate) and in front of the acquisition system.
- Ground data is perpendicular to façade data.
We propose to exploit 3D data using range and accumulation images. The images are generated by projecting 3D points onto a plane using a “virtual” camera. The camera is placed on the plane with normal vector \( \vec{n} = (0, 0, 1) \) through point \((0, 0, z_{\text{min}})\), i.e. parallel to plane \(XY\) and positioned on the lowest value of \(z\) coordinate. The image coordinates \((u, v)\) are defined by a parametric function related to the camera. The range image is a representation of 3D information where the pixel intensity is a function of the measured distance between 3D points and the camera plane. If several points are projected on the same image coordinates, Z-buffer algorithm \[11\] is used to determine which distance is stored. The accumulation image counts the number of points which are projected on the same pixel \((u, v)\) of the camera image. Fig. 1 illustrates an example of 3D point clouds and range and accumulation images. Notice that maxima values in the images are in façade pixels, by validating the three initial assumptions.
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**Figure 1.** Example of the Range and Accumulation Images. 3D Data Rue Soufflot Paris ©IGN.

Range images are a \(\mathbb{R}^3 \rightarrow \mathbb{N}^2\) projection. In order to avoid sampling problems, their dimensions should be carefully chosen. If they are too small, there will be an important information loss. Otherwise if they are too large, pixel connectivity is not ensured (required by method). Hence, the ideal choice of dimensions is 1 : 1 i.e. a pixel by a 3D point in the camera plane. In our case, point clouds have a resolution of approximately 20\(\text{cm}\), and for this reason the selected resolution must be approximately equal to 5\(\text{pix}/\text{m}\).

**A. City Block Separation**

In order to handle dense point clouds, we start separating into city blocks. We assume that the façades of the same street are aligned. This assumption is verified on our data. The algorithm uses Hough transform to detect the façade direction (Figure 2(a)). On this line, we analyze a profile of building heights. We detect the most important profile variations, which correspond to the city block separation streets. In order to detect these variations, the profile is initially filtered (Figure 2(b)) and then a watershed segmentation is performed. The divisions are traced in perpendicular direction to the façade direction to split them into city blocks (Figure 2(c)). Urban divisions are reprojected onto 3D data via parametric function of a “virtual” camera (Figure 2(d)) and once the 3D data is split, a detection step is applied to each urban block separately.
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**Figure 2.** Procedure of City Block Separation.

**III. DETECTION**

By assuming that the artifacts are on the ground, a first ground detection is necessary. Then, we look for artifacts inside the mask.

**A. Ground Mask**

The method is based on a raw segmentation of range image, by using \(\lambda\)– flat zones labeling algorithm. Quasi-flat zones are introduced by Meyer in \[12\].

**Definition 1:** Two neighboring pixels \(p, q\) belong to the same quasi-flat zone of a function \(f\), if their difference \(|f_p - f_q|\) is smaller than or equal to a given \(\lambda\) value.

\[
\forall (p,q) \text{ neighbors : } |f_p - f_q| \leq \lambda
\]  

(1)

As the height variations on the ground level are small, a range image segmentation with a height \(\lambda = 2\text{m}\) will cluster ground pixels into the same region (Figure 3(a)). By choosing the largest region we obtain the ground mask (Figure 3(b)). Then, the range image is masked by the ground mask, in order to remove façade information.
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**Figure 3.** Ground Mask Detection.
B. Artifacts

The proposed method for artifact detection is based on hole filling algorithm [13]. Holes of an image correspond to sets of pixels whose minima are not connected to the image border [14]. The algorithm consists in removing all minima which are not connected to the border by using the morphological reconstruction by erosion (Eq. 2). The image marker \( mk \) is the maximum image value except along its border (Eq. 3).

\[
\text{Fill} (f) = R_f^e (mk) \tag{2}
\]

where,

\[
mk = \begin{cases} 
  f_p & \text{if } p \text{ lies on the border} \\
  \max (f) & \text{otherwise} 
\end{cases} \tag{3}
\]

Hole filling algorithm is used twice: First, to reduce several shadows and concavities inside of the artifacts (missing data) produced by occlusions (Fig. 4). Second, to extract artifacts separately. An artifact can be seen as a hump on the road. Hence, if we invert the range image, those humps become new holes (concavities) to be filled. Then, the artifacts are detected by making the difference between the inverted range image and the filled image. The method allows to handle slopping streets because they are linked to the border.

Nevertheless, two additional details must be considered:

- **Black pixels:** Once the image is inverted, the image background (black) becomes the highest value. In this case, whole depth information is a big hole. To solve this problem, we invert only the points different from zero (those pixels remain in black).

- **Border:** The artifacts which are close to the border, especially cars, lack side information caused by the sensor proximity and occlusions. By applying Top-Hat operator, the artifact will only have upper information. The problem is solved, by putting the minimum value on mask image surrounding.

A threshold of 10[cm] is applied to the Top-Hat result in order to eliminate artifacts produced by ground roughness and noisy surfaces. At this stage of the method, the artifacts are satisfactorily detected (see Fig. 5(a)). The artifacts are reprojected onto the point cloud. Thus, they may be filtered out form the 3D data allowing data filtering for urban scene modeling. Fig. 5(b) shows the segmentation result: façade, ground and artifacts.

IV. Classification of Artifacts

A. Connected Artifacts

Most artifacts are easily separable with a simple labeling. However, some of them are connected to each other. Fig. 6 shows three situations where this problem appears: pedestrians close to a lamppost (Fig. 6(a)), two cars too close (Fig. 6(b)) and a pedestrian opening car door (Fig. 6(c)).

As we have described an artifact as a hump, we analyze how many maxima each CC has. The maxima number corresponds to the number of artifacts which are contained by a CC. Nevertheless, some small noise peaks and the top roughness of artifacts produce a lot of maxima. In order to reduce this problem, we use an area opening [15] and \( h \)-Maxima operator [14]. \( h \)-Maxima eliminates maxima which have a depth equal to or lower than a threshold \( h \). The operator use a morphological reconstruction by dilation of \( f \) from a \( f - h \) (Eq. 4).

\[
\text{HMax} (f) = R_f^e (f - h) \tag{4}
\]
Once the artifact image is filtered, we use maxima and background images as markers and a constrained watershed on the range image gradient is carried out to segment the new artifacts. Fig. 7 shows two examples of the new segmentation, by showing the performance of our method.

**B. Feature Extraction**

Each connected component from the image of artifacts is characterized to determine artifact types. Four categories of artifacts are analyzed: lampposts, cars, pedestrians and the others (garbages, motorcycles, parking-meters, bus stops, etc). The extracted measures are:

- Mean, standard deviation, maximum, minimum and mode of artifact height [meters].
- Mean, standard deviation, maximum, minimum and mode of artifact accumulation (number of points projected onto the same pixel) [times].
- Area. Initially, this feature is calculated in pixels. However, by using the camera information, the value is converted to square meters. This transformation homogenizes this feature in whole images (each range image is independently generated).

We annotated our database to establish a ground truth of 442 artifacts: 67 cars, 33 lampposts, 198 pedestrians and 144 others. In order to reduce our space of eleven characteristics, a stepwise forward variable selection is carried out. The method is based on Wilk’s lambda criterion [16], [17]. It starts with the variable which best separates the classes, and adds one by one if any is statistically significant (p-value). Fig. 8 shows ranked variables by using this method.

The distribution of classes with the first three characteristics is illustrated in Fig. 9, where the area is the main feature of cars and mean height of lampposts. However, the pedestrian class and the other one are intersected. If we set 0.01 as the maximum permissible error (p-value) by reduced model compared to model with all variables, we can reduce the model to 6 features.

**C. Classification**

Firstly, we eliminate CCs smaller than 10 pixels and which maximum accumulation value is lower than 3. Then, we use a supervised classification method, called support vector machine (SVM) [18], [19]. The SVM finds a linear separating hyperplane with the maximal margin in a higher dimensional space. Finally, the classification is validated by using K-fold cross validation.

Classification results are shown in the confusion matrix of Table I. The table shows a good classification with the use of only six characteristics. All lampposts are properly classified, and cars and pedestrians have good classification rates 92.54% and 96.97% respectively. However, a large quantity of artifacts from the other class were classified as pedestrians, an example of this problem is presented with parking-meters which are structures with similar features to pedestrians (area, height). The total classification error is 14.93%.

**V. Experimental Results**

The presented method was tested on 3D point clouds acquired by two different mobile systems (LARA 3D of
CAOR Lab-Research 1, and IGN Stereolab 2). The point clouds correspond to approximately 900 street meters (ten urban blocks) of the 5th Paris district. The results obtained are satisfactory on the whole dataset. A classification example on 3D point clouds is shown in Fig. 10. Extended tests on large databases are foreseen in the framework of TerraNumerica project.
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**Figure 10.** Classification of Artifacts.

VI. CONCLUSIONS

A method of 3D point cloud analysis and segmentation on ground level urban environments has been presented. The detection of artifacts (without classification) is useful to filter data in order to facilitate urban scene modeling (buildings, façades, roads). The method detects and classifies ground level artifacts as lampposts, cars and pedestrian as well as the location of other artifacts not recognized yet.

At present we are working on the detection of signboards and we will extend the method to the detection of other artifacts such as motorbikes and waste garbage containers. The introduction of other classes in order to reduce the rate of wrong classification in the class “the others”.
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